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Motivation

Fig. 1 Gaze at the moving target.

Fig. 2 Gaze at each other.

Fig. 3 Moving something.

Fig. 4 Dual-arms corporately complete a task.
Motivation

• Motivation of Neck-Eyes Motion

  – In daily life, neck-eyes express rich information about a person’s activity, and thus play an important role in daily life.

  – Neck-eyes make the robot to appear very vivid.

  – Neck-eyes are the base of attention.
Motivation

• Motivation of dual-arms motion generation
  – The two arms are more like human body, which are easy to transfer the motion to the remote robot in teleoperation [1].
  – Two arms are more flexible and stiff [2]. Many daily work need two arms to corporately complete. For instance, moving heaving box, peg-in-hole task, screw assembly where one arm controls the Nut and the other the bolt.
  – Two arms are more natural and can be used to understand human’s motion (body languages).

Motivation

Humanoid robots are expected to mimic human behaviors, act and manipulate objects in ways similar to humans [3].

Therefore, real-time motion generation of neck-eyes and dual-arms play an important role in Humanoid Robot.

State of the Art

- Ref. [4] provides a neck and eyes coordination

- Shortages:
  - Only works in virtual environment

State of the Art

- Ref. [5] provides a neck–eyes coordination model

- Shortages:
  - Just gave the *approximate* solution, but did not give out the analytical solution;

Fig. 6 Approximate neck-eye coordination model [5].

State of the Art

• Analytical solution [6]

• Shortages:
  -- Just works in some special arms;
  -- Most for the non-redundant arm[1].

Fig. 7 Robot presented in [6].

State of the Art

- Pseudoinverse-based method[7]

- Shortages:
  - Need to compute matrix inverse, which are time consuming for real-time systems.
  - Cannot solve the inequality problems.

Fig. 8 Mobile robot presented in [7].

State of the Art

- Optimization methods (recent trend) [8,9].

Advantages:
- Need not to compute matrix inverse;
- Can consider the inequality problems;
- Easy to consider human-like constraints;
- ...


Ref. [10] points out that the QP-based optimization schemes can be used to dual-arms situation.

Our Scheme

- Propose an online motion generation scheme which considers head-eyes and arms motion for a humanoid robot.

Fig. 9 Frame assignments for Nadine robot.
Our Scheme

Fig. 10 System Architecture
Our Scheme

• What is new? (contributions)
  – The proposed scheme not only considers the dual-arm motion generation, but also considers the head-eyes motion.
  – It is a general optimization scheme of dual-arm redundancy resolution, which can consider different optimization index according to different goals.
  – Explicit analytic solution to the neck-eyes motion (which can get exact solution).
  – Propose a vision-based evaluation method. The quality of the robot movements is assessed through comparisons with human movements.
Our Scheme

• What are the challenges?

  -- Redundancy resolution problem;

  -- Consider both the head-eyes and the dual-arms;

  -- Human-like behaviors;

  -- Real-time computing.
Kinematic model

- Head-eyes motion generation

Fig. 11 The key points when the neck and the eyes turns up and down.

Fig. 12 The angles of pitch of the neck and eyes when $T_z > T_{N_U\text{limit}Z}$. 
Kinematic model

- Head-eyes motion generation

**Fig. 13** The angles of pitch of the neck when $\theta_{\text{NUD}} = \theta_{\text{NUlim}}$.

**Fig. 14** The turning angle of the neck when $\theta_{\text{NUD}} = \theta_{\text{NDlim}}$. 
Kinematic model

- Head-eyes motion generation

Fig. 15 The angles of pitch of the neck and eyes when $T_z < T_{N\text{U}limitZ}$.

Fig. 16 The key angles when the neck and eyes turns left and right.
Our Scheme

- The kinematic control process

Fig. 17 The kinematic control process.
Our Scheme

\[
\begin{align*}
\text{minimize} & \quad \dot{\vartheta}^T M \dot{\vartheta} / 2 + b^T \vartheta \\
\text{subject to} & \quad j(\vartheta) \dot{\vartheta} = \ddot{\Upsilon} + k(\vartheta - f(\vartheta)), \\
\zeta_{\text{new}}^-(t) & \leq \dot{\vartheta} \leq \zeta_{\text{new}}^+(t).
\end{align*}
\]

\[
\begin{align*}
\zeta_{\text{new}_i}(t) & = \max\{\dot{\vartheta}_i^-, \nu(\vartheta_{\text{new}_i}(t) - \vartheta_i)\} \\
\zeta_{\text{new}_i}^+(t) & = \min\{\dot{\vartheta}_i^+, \nu(\vartheta_{\text{new}_i}(t) - \vartheta_i)\}
\end{align*}
\]

\[
\dot{\vartheta}_{\text{new}}^\pm(t) = \vartheta^\pm + \frac{\vartheta_{\text{diff}}^\pm}{1 + e^{-(t - T_{\text{SP}})/c_{\text{tuning}}}},
\]
Our Scheme

- Linear variation inequality based primal dual neural network (LVI-PDNN)

\[
\begin{bmatrix}
\dot{\Theta} \\
\dot{y}
\end{bmatrix} = \gamma \left\{ P_{\Omega} \left( \begin{bmatrix}
\dot{\Theta} \\
y
\end{bmatrix} - \left( \begin{bmatrix}
I & -J^T \\
J & 0
\end{bmatrix} \cdot \begin{bmatrix}
\dot{\Theta} \\
y
\end{bmatrix}
\right)
+ \begin{bmatrix}
0 \\
-\dot{\gamma}
\end{bmatrix} \right) \right\}
\]
Simulations and Experiments

Fig. 18 Robot motion trajectories when tracking a flying ball along a circle path.
Simulations and Experiments

Fig. 19 Angle of pitch of neck

Fig. 20 Angle of rotation of neck
Simulations and Experiments

Fig. 21 Angles of pitch of eyes

Fig. 22 Angles of rotation of eyes
Simulations and Experiments

Fig. 23 Close shot of gaze.

Fig. 24 Interaction between a human and a robot with the gaze.
Simulations and Experiments

• Play ball game by using dual-arms

Fig. 25 Nadine plays ball task.
Simulations and Experiments

- Applied to pointing towards sound source

Fig. 26 Pointing towards sound source.
Simulations and Experiments

Table 1 Average Computing Time Within Each Sampling Interval and Total Computing Time When the Robot Points toward Sound

<table>
<thead>
<tr>
<th>#</th>
<th>$\tau_{\text{Ave}}$ (s)</th>
<th>$\tau_{\text{Sum}}$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp 1</td>
<td>0.030913247560989 s</td>
<td>2.503973052440145 s</td>
</tr>
<tr>
<td>Exp 2</td>
<td>0.028184555487379 s</td>
<td>2.282948994477701 s</td>
</tr>
<tr>
<td>Exp 3</td>
<td>0.021441976639841 s</td>
<td>1.736800107827103 s</td>
</tr>
<tr>
<td>Exp 4</td>
<td>0.039109506883808 s</td>
<td>3.167870057588428 s</td>
</tr>
<tr>
<td>Exp 5</td>
<td>0.039658465206756 s</td>
<td>3.212335681747229 s</td>
</tr>
</tbody>
</table>
Simulations and Experiments

Table 2 Positioning-errors of end-effectors when pointing towards different position.

<table>
<thead>
<tr>
<th>#</th>
<th>Type</th>
<th>Error</th>
<th>Maximum errors</th>
<th>Average errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$</td>
<td>\varepsilon_X</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$</td>
<td>\varepsilon_Y</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$</td>
<td>\varepsilon_Z</td>
<td>$</td>
</tr>
<tr>
<td>Exp 1</td>
<td>Position error</td>
<td>$1.050748289231629 \times 10^{-6}$ m</td>
<td>$2.946947184360336 \times 10^{-7}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.557713584871001 \times 10^{-6}$ m</td>
<td>$5.565841642142367 \times 10^{-7}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.3361554844700120 \times 10^{-6}$ m</td>
<td>$9.067437856655802 \times 10^{-7}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Velocity error</td>
<td>$5.488197535763462 \times 10^{-6}$ m/s</td>
<td>$8.003865747012672 \times 10^{-7}$ m/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$5.104914756052723 \times 10^{-6}$ m/s</td>
<td>$1.584280845868888 \times 10^{-7}$ m/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$5.466205855987616 \times 10^{-6}$ m/s</td>
<td>$2.429651792978058 \times 10^{-6}$ m/s</td>
<td></td>
</tr>
<tr>
<td>Exp 2</td>
<td>Position error</td>
<td>$7.492383705121064 \times 10^{-7}$ m</td>
<td>$2.944295658172079 \times 10^{-7}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$5.362933154229310 \times 10^{-6}$ m</td>
<td>$2.146537185350924 \times 10^{-6}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.327382753748719 \times 10^{-6}$ m</td>
<td>$8.197013745288362 \times 10^{-7}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Velocity error</td>
<td>$1.723680277062462 \times 10^{-6}$ m/s</td>
<td>$5.958651381039868 \times 10^{-7}$ m/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.410429491294912 \times 10^{-5}$ m/s</td>
<td>$5.250050933436891 \times 10^{-6}$ m/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$5.246586489454641 \times 10^{-6}$ m/s</td>
<td>$2.369084400229404 \times 10^{-6}$ m/s</td>
<td></td>
</tr>
<tr>
<td>Exp 3</td>
<td>Position error</td>
<td>$4.461894604028454 \times 10^{-7}$ m</td>
<td>$2.860997568088425 \times 10^{-7}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.630170472777248 \times 10^{-6}$ m</td>
<td>$8.997085479994440 \times 10^{-7}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.377794559860202 \times 10^{-6}$ m</td>
<td>$1.110159356992455 \times 10^{-6}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Velocity error</td>
<td>$4.000680624630104 \times 10^{-7}$ m/s</td>
<td>$1.758354165867420 \times 10^{-7}$ m/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.486594889078431 \times 10^{-6}$ m/s</td>
<td>$1.132427691955645 \times 10^{-6}$ m/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3.003051873146090 \times 10^{-6}$ m/s</td>
<td>$1.339450842684281 \times 10^{-6}$ m/s</td>
<td></td>
</tr>
<tr>
<td>Exp 4</td>
<td>Position error</td>
<td>$3.743706319697671 \times 10^{-6}$ m</td>
<td>$9.533283665690227 \times 10^{-7}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.183841701003386 \times 10^{-6}$ m</td>
<td>$7.012713899705811 \times 10^{-7}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3.252014751736754 \times 10^{-6}$ m</td>
<td>$1.146169567238646 \times 10^{-6}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Velocity error</td>
<td>$1.468094938843728 \times 10^{-5}$ m/s</td>
<td>$2.367108945597933 \times 10^{-6}$ m/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$7.775917642782737 \times 10^{-6}$ m/s</td>
<td>$2.279049385644224 \times 10^{-6}$ m/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$8.22572321431122 \times 10^{-6}$ m/s</td>
<td>$2.875389102842735 \times 10^{-6}$ m/s</td>
<td></td>
</tr>
<tr>
<td>Exp 5</td>
<td>Position error</td>
<td>$3.618664466908950 \times 10^{-6}$ m</td>
<td>$8.392356426160947 \times 10^{-7}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$2.202287239988499 \times 10^{-6}$ m</td>
<td>$7.088872680321783 \times 10^{-7}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3.360083458220364 \times 10^{-6}$ m</td>
<td>$1.233649667591161 \times 10^{-6}$ m</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Velocity error</td>
<td>$1.467110503323214 \times 10^{-6}$ m/s</td>
<td>$2.367407546641335 \times 10^{-6}$ m/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$7.773913708847280 \times 10^{-6}$ m/s</td>
<td>$2.275974065474331 \times 10^{-6}$ m/s</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$8.217516668795888 \times 10^{-6}$ m/s</td>
<td>$2.871986436017888 \times 10^{-6}$ m/s</td>
<td></td>
</tr>
</tbody>
</table>
Simulations and Experiments

Fig. 27 Dual-arms’ joints by using the proposed scheme.

Fig. 28 Dual-arms’ joints by using pseudoinverse-based scheme.

Comparison shows that the proposed scheme is more effective and applicable.
Simulations and Experiments

- Human-like evaluation: Pearson product-moment correlation

Fig. 29 Skeletons of humans and robot.

The computed results show that all the values are significant ($p < 0.01$ in most cases), and most of the values are very high (more than 90%).
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Any questions?