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Motivation 

• Vision-based hand pose estimation has 

various applications 

– Sign language recognition 

– Virtual object manipulation 

 

• The Regression Forest (RF) proves very 

effective for articulated pose estimation 

– Each pixel casts the votes for the pose 

separately, all of which are fused for the final 

estimation 

– Robust to partial occlusion 

– Fast and accurate, real-time or even better 

 

R. Girshick et al. Efficient Regression of General-Activity 

Human Poses from Depth Images, in ICCV 2011. 

C. Xu et al. Efficient Hand Pose Estimation from a Single 

Depth Image, in ICCV, 2013. 



Challenges 

• The distribution of the votes via per-pixel 

prediction with RF tends to be multimodal 

– At most one mode corresponds to the real joint 

– Mode-seeking for individual joints can easily 

get trapped in local maximum  

• The correlation between joint locations is 

not well exploited 

– The bone lengths are fixed 

– The finger motion is highly constrained 

– The joint parameters 𝜱 = {𝜙𝑘|𝑘 = 1,… , 16} ∈
𝑅3×16 is embedded in a low dimensional space 

𝑅𝑀, and 𝑀 ≪ 3 × 16 

• How can the joint correlations resolve the 

multimodality of the per-pixel prediction? 

The distribution of the per-pixel votes for the 

middle fingertip obtained via Regression Forest 



The Proposed Method 

• Task: Predict the sixteen joint locations of 

the hand from single depth images 

 

• The Regression Forest is utilized to get the 

per-pixel prediction votes for each hand joint 

 

• Multimodal Prediction Fusion: Fuse the per-

pixel predictions with the learned hand joint 

correlations 

– Learning the joint correlations: PCA analysis of the 

joint parameters 𝜱 in the training data 

– Seeking the optimal 𝜱∗ in this reduced dimensional 

space during testing 

 



Per-pixel Prediction with RF 

For each pixel 𝑝𝑖, the Regression Forest retrieves a number of 

votes 𝑣𝑖𝑗𝑘 , 𝜌𝑖𝑗𝑘 𝑗=1

𝐽
 for each joint 𝜙𝑘. 

[1] H. Liang et al. Parsing the Hand in Depth Images, in IEEE Trans. Multimedia, Aug. 2014. 



Multimodal Prediction Fusion 

For a pixel 𝑝𝑖, its vote for the joint location 𝜙𝑘 is modeled as a 

Gaussian Mixture Model (GMM): 

The joint posterior distribution 𝑃(𝜱|𝐼𝐷) of the entire joint set 𝜱
 
 

given the input image 𝐼𝐷 is formulated via Products of Experts: 

We need to find the optimal 𝜱∗ that can maximize 𝑃(𝜱|𝐼𝐷) . But 

how to apply the hand joint correlations? 



Multimodal Prediction Fusion 

• Key idea: Optimize 𝑃(𝜱|𝐼𝐷) with respect to 𝜱 in the learned low 

dimensional space 𝑅𝑀 rather than in 𝜱 ∈ 𝑅3×16 

 

• Leaning low dimensional space by PCA analysis of 𝜱:  

 𝜱 =  𝛼𝑚𝒆𝑚𝑚=1 + 𝝁,  

 where 𝒆𝑚 𝑚=1
𝑀  are the eigenvectors and 𝝁 is the mean 

 

• The task is thus equivalent to the constrained optimization 

problem:  

 𝜱∗, 𝜌∗ = argmax
𝜱,𝜌

𝑃 𝜱 𝐼𝐷   s. t.𝜱 =  𝛼𝑚𝒆𝑚
𝑀
𝑚=1 + 𝝁 

 

• Can be efficiently solved via the EM algorithm 



Experiments 

• Training data 
– 90k synthesized depth images 

• Testing data 
– 23k synthesized and 600 real-world depth images 

• Methods tested 
– Three methods tested, the per-pixel votes are all obtained via RF 

– [6]: Mean-shift mode-seeking for each hand joint 

– [8]: Optimal mode selection via dynamic programming 

– The proposed Mutimodal Prediction Fusion algorithm 

• Evaluation Metric 

– The average percentage of the predicted joints that are within a 

distance of 𝐷𝑇 from the ground truth 
[6] R. Girshick, et al, Efficient Regression of General-Activity Human Poses from Depth Images, in ICCV, 2011. 

[8] F. Kirac, et al, Hierarchically constrained 3D hand pose estimation using regression forests from single frame depth data, in 

PRL, Sep. 2013. 



Quantitative Results 

Average prediction accuracies on synthesized data Average prediction accuracies on real-world inputs 





Conclusion 

• Efficient hand pose estimation from single depth 

images 

• The correlations between the hand joints are utilized 

to handle the multimodal per-pixel votes 

• Robust to the discrepancy between synthetic training 

data and real-world inputs 

• Improved accuracy compared to rivals 




